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Abstract. Information security risk assessment is a crucial component of industrial
management techniques that aids in identifying, quantifying, and evaluating risks in
comparison to criteria for risk acceptance and organizationally pertinent objectives. Due to its
capacity to combine several parameters to determine an overall risk, the traditional fuzzy-rule-
based risk assessment technique has been used in numerous industries. The technique has a
drawback because it is used in situations where there are several parameters that need to be
evaluated, and each parameter is expressed by a different set of linguistic phrases. In this
paper, fuzzy set theory and an artificial neural network (ANN) risk prediction model that can
solve the issue at hand are provided. Also an algorithm that may change the risk-related factors
and the overall risk level from a fuzzy property to a crisp-valued attribute is developed. The
system was trained by using twelve samples representing 70%, 15%, and 15% of the dataset
for training, testing, and validation, respectively. In addition, a stepwise regression model has
also been designed, and its results are compared with the results of ANN. In terms of overall
efficiency, the ANN model (R2= 0.99981, RMSE=0.00288, and MSE=0.00001,) performed
better, though both models are satisfactory enough. It is concluded that a risk-predicting ANN
model can produce accurate results as long as the training data accounts for all conceivable
conditions.

Keywords: risk, risk assessment, artificial neural network, fuzzy set theory, industry
information system, cement industry.

1. Introduction. Over the past few decades, industrial digitalization
has altered conventional procedures and practices in virtually every
industry, and numerous digitalization solutions have been included in
manufacturing assets [1]. The facility and processing of industry is no
exception, and since the early 2000s, it has undergone a rapid digitalization
process. For example, the Cement industry infrastructure in particular is
subject to large and growing cybersecurity threats in the form of threat
actors, vulnerabilities, and potential consequences.

Cybercriminals and others could potentially conduct cyberattacks
against the industrial infrastructure, and all industries are always targets of
malicious attacks. Modern exploration and production industry techniques
depend more and more on remotely connected operational equipment,
which is frequently essential for security and susceptible to cyberattacks.
Because its operational technologies may have fewer cybersecurity
protective measures, older infrastructure is equally prone to attack [2].
Thus, a successful cyberattack on industry infrastructure could cause
physical, environmental, and economic harm.
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Therefore, over time, the complexity of information systems is
increasing, and the issues of information security are becoming increasingly
important for any industry information system. Information security is
concerned with protecting data, particularly electronic data, from unwanted
use [3]. The security of the information at their disposal must be evaluated
by every industry that uses information. Consequently, information security
analysis is required. The first step in the risk management process is to
assess the potential for information security breaches. The assessment of
a system's information security or the design phase typically involves the
analysis of information security threats [4]. Assessing the capability and
efficacy of control mechanisms used on information technology
components and the architecture of information systems in general is the
primary goal of an information security evaluation.

An information security assessment includes many tasks, such as
evaluating the effectiveness of the information processing system,
evaluating the security of the technologies used, the processing process, and
the management of the automated system [5]. The overarching goal of an
information security assessment is to ensure the confidentiality, integrity,
and availability of an organization’s assets. There are numerous risk
assessment tools, and they can be used in either of two ways. Therefore,
approaches for analyzing information security threats can be either
quantitative or qualitative, depending on the outcome of their assessment.
The numerical value of risk is produced by the algorithm of a quantitative
technique [6]. Information concerning unfavorable or unexpected events in
the information security system that could endanger the protection of
information (information security incidents) is often gathered using the
input data for evaluation. However, the results are less accurate and
relevant because there are frequently insufficient statistics.

The use of overly basic scales with three degrees of risk assessment
(low, medium, and high) makes qualitative procedures more prevalent.
Experts are interviewed for the assessment, but there is still limited use of
intelligent methods [7]. It is clear that both of the aforementioned choices
have a number of fundamental flaws. In order to overwhelm them, the latest
research focused on identifying alternative techniques that would be both
more accurate and more adaptive, as the constant emergence of new
sources of threats often renders existing approaches inaccurate and
ineffective. Among the promising approaches are models based on solving
uncertainty problems, such as fuzzy logic models and artificial neural
networks (ANN).

Finally, fuzzy logic and artificial neural network approaches have
been recommended as the appropriate tools to improve the industry
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information system and may help analyze complex conditions. Thus, the
main purpose of this paper is to evaluate risk values in a more reliable,
flexible, and objective manner by using this proposed method and
prioritizing the level of risk value.

1.1. Problem Descriptions. Every processing industry performs a
large number of operations and tasks on a daily basis. Each activity and
procedure comes with its own set of hazards, which must be identified and
ranked. The sector has numerous difficulties and costs as a result of its
failure to identify accessible dangers, which can lead to a lack of
competitiveness, a lack of greatness, a loss of representative trust, and,
ultimately, a departure from the basic goal of adequacy. Thus, the aim of
this section is to identify the existing problems and evaluate the efficiency
and accuracy of information security risk analysis output in industry
information system.

One of the primary research problems in information security risk
analysis in the industrial processing system is the lack of appropriate and
standardized methodologies for industry risk analysis in different stages of
the risk management process, especially the shortcomings of qualitative and
quantitative risk analysis methodologies, as well as the use of old
techniques. In short, the criticism of the approaches is as follows.

By ensuring that the limitations of one form of data are balanced by
the strengths of another. Thus, using or integrating both a fuzzy inference
system (FIS) and an artificial neural network (ANN) will result in more
accurate and efficient results in industry processing systems.

1.2. Research Goals. This research paper aims to increase the
efficiency and accuracy of information security risk analysis result in
industry information systems by developing an ANN model for determining
the risk of critical information security incidents based on an ISO 27005
standard. To achieve this goal, the following research objectives are set:

1.3. Research Objective. The objectives are listed below:

Obj. #1: Analysis of the existing and most recent risk analysis methods and
tools in industry information systems.

Obj. #2: The authors have identified the different information security risks
that may exist during the early developmental phases of the industrial
system. Experts’ opinions have been collated for compiling this list. Then
develop a solution to address the identified problem(s).

Obj. #3: To design and implement a fuzzy inference system and artificial
neural network (ANN) technique to estimate the information security risk
in industry information systems.

Obj. #4: Evaluating the efficiency and accuracy of the proposed ANN
model. To validate the applicability and effectiveness of the proposed ANN
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model in industry information systems through fuzzy multiple regression
modeling (MRM).

The aim of this paper is to develop a novel method for conducting
risk assessments in industry information systems. Thus, this paper
presented a fuzzy inference system and artificial neural network (ANN)
model for estimating, evaluating, and prioritizing a more accurate and
efficient risk level that minimizes the limitations of the existing methods.

2. Literature review. Existing risk assessment approaches mostly
differ in the applied risk assessment scales: quantitative or qualitative. The
output of the algorithm of the quantitative approach is the numerical value
of the risk [5]. The information on unforeseen occurrences and threats is
typically used as assessment input. But the frequent absence of adequate
statistics reduces the sufficiency of the outcomes. The most prevalent
qualitative processes, however, employ too straightforward scales that
typically have three degrees of risk assessment (low, medium, and high).
The assessment is conducted through expert interviews and the use of
clever techniques is still insufficient [8]. Furthermore, such outcomes are
not reusable.

Due to the aforementioned flaws, experts are actively seeking a
method that would produce high-quality results while being able to adapt to
the threat landscape's ongoing changes, omit ineffective and irrelevant
expert assessments, and allow for the reuse of earlier assessments [9].
Although it takes a lot of time and intellectual energy, the fuzzy logic and
artificial neural network (ANN) approach is the most promising way in this
research because it addresses the problems with current approaches, notably
in terms of flexibility and adaptability [10]. Additionally, the ANN has
cognitive features like self-learn, making it possible to identify the optimum
solution while gathering knowledge of both internal and external processes.

Fuzzy logic is a valuable method for dealing with complexity and
uncertainty, providing a way to model the systems by simulating human
thinking without relying on quantitative and qualitative data in
computation [11]. Due to the ambiguous and complex nature of the
characteristics, evaluating industrial information systems utilizing
sustainable decision-making processes is difficult. Due to a lack of
knowledge and a high degree of domain-related uncertainty, it is
challenging to quantify risks using standard mathematics. Simple risk
assessment, ranking, and prioritization based on the expertise, experience,
and opinions of experts are made possible by fuzzy logic-based
methodologies [12].

The key to fuzzy logic is to find appropriate fuzzy rules. For
example, fuzzy IF-THEN rules are IF-THEN statements. The amount of
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rules needed varies depending on the particulars of the problem [13].
Membership functions are used to characterize specific linguistic labels in a
problem. The complexity of the components or information, the cross-
interaction and effect between various elements, and the subjectivity of
some aspects all contribute to the fuzziness in the risk assessment of the
industry information system, making it challenging to precisely quantify
and characterize. Fuzzy logic offers a more adaptable technique of
evaluation because it doesn't rely on exact mathematical models to define
and process problems [14].

Fuzzy logic can handle fuzzy and uncertain situations by introducing
membership functions to characterize the relationships between variables
and mapping variables to the interval between 0 and 1 [15]. In the risk
assessment process, fuzzy logic is divided into fuzzy inference, fuzzy
clustering, and fuzzy decision-making. Fuzzy inference is the process of
deducing one or more conclusions from fuzzy rules, and it can solve the
problem of uncertainty and vagueness in decision systems [16]. For
instance, when customs officers receive report information most of which
are inaccurate linguistic information, fuzzy logic can be used to make the
information fuzzy and analyze the risk by fuzzy IF-Then rules.

To help customs agents make wiser decisions, it is helpful to model
each data point to each cluster using membership functions to represent
similarity degrees between data and clusters, fuzzy clustering is used to
group data based on comparable features and thoroughly conduct risk
assessment [17]. The process of choosing the best course of action from a
variety of alternatives is known as fuzzy decision-making, and it can take
both the abruptness and smoothness of variables into account. It can be a
useful sensitivity analysis method for determining how variables interact
with one another and how this affects the output results [18].

A collection of neurons that are organized into layers and placed in a
particular configuration makes up an artificial neural network (ANN). A
multilayer network is one that has an input layer, one or more hidden
layers, and an output layer. The number of parameters that are provided to
the network as input in the input layer corresponds to the number of
neurons in the output layer. The neurons in the buried layer increase
dimensionality and are in charge of feature extraction. They support
activities like classification and pattern recognition [19].

The structure of ANN depicts a schematic of a fully connected,
three-layer neural network consisting of input neuron layers (or nodes,
units), one or more hidden neuron layers, and a final layer which consists of
the output neurons. There are several approaches to categorize neural
networks, with the training method-based classification being the most
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common. A neural network is trained when it has had its weights, biases,
and maybe other parameters updated. Once trained, ANNs may implicitly
identify novel patterns and generalize output based on previously learnt
patterns [20].

The two main categories of training techniques are supervised and
unsupervised. While the unsupervised training of neural networks, also
known as self-organizing maps, primarily uses the classification and
clustering algorithms, the supervised training method enables learning
based on feedback [21]. Unsupervised networks are those that are not given
any feedback and are typically requested to categorize the input vectors into
groups and clusters. They are widely used in the industry for lithology
identification and well log interpretation. The majority of neural network
applications in the industry sector, however, are based on supervised
training methods [22].

The methods for assessing risk have significantly advanced, and
neural network techniques are now often used. Neural networks are able to
automatically learn and extract nonlinear correlations between input data
through extended training on vast volumes of data because of the numerous
components and their complicated relationships in the risk assessment of
import and export firms [23]. Because of the neural network's adaptive
characteristics, it is possible to recognize these complicated relationships
and constantly alter the model parameters until the best result is reached.
Back-propagation (BP), multilayer perception (MLP), recurrent neural
network (RNN), and radial basis function network (RBF) are a few of the
regularly utilized artificial neural network architectures.

3. Methodology. This research methodology was implemented to
evaluate the efficient and more reliable risk analysis in industry information
systems. In order to collect data, a questionnaire was developed to identify
different risks. This method offers sufficient results for all the research
questions and objectives of the study to be addressed. The relevant areas of
data collection were identified, and interviews were conducted with
different management and expert staff of the cement industry to secure an
accurate account of information about the risks. An opinion was also made
by the researcher so as to obtain useful information that will yield results
that can address the problem identified in the study.

The participants in this study were experts and staff from different
sections of the cement industry information system (N =81). The
participants were executive management, regular staff, technical and asset
operators, and third-party consulting companies.

Participants were asked to evaluate twelve different information
assets based on a scale of five points (one, two... and five) to estimate the
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likelihood and consequence of the threat and group them into a five-point
Likert scale (very low, low, average, high, and very high), as shown in
Table 1. The collected data was analyzed to calculate the likelihood of
related threats and their consequences. Some specialists in the field of
cement industry information systems confirmed the reliability of the
questionnaires.

Table 1. Likert-scale questionnaires

Likelihood
Very Low Low Average High Very High
1 2 3 4 5
Consequence
Very Low Low Average High Very High
1 2 3 4 5

3.1.Risk factors identification. Identifying the industrial
information system risk factors, and this is the process of identifying,
assigning, and characterizing the types of risks. All aspects of the risk
assessment process are included.

Asset identification. In the process of identifying assets and their
value, we consider the value placed on assets (including information). What
work was required to develop them, how much it costs to maintain, what
damage would result if it were lost or destroyed and what benefit another
party would gain if it were to obtain it.

Vulnerabilities identification. It is a weakness or absence in
information systems, system security procedures, internal control, or
implementation that could be exploited by a threat of sources. So this
means in short control is absent, not efficient, and no longer relevant...etc.

Threat Identification. After identifying the assets that require
protection, the threat to those assets must be identified and examined to
determine the loss. Finally, the estimation of the likelihood and
consequence of risk factors based on vulnerability and threat identification
based on data collection.

3.2. Fuzzy Inference System (FIS) Model. Because of the
uncertainty of the risk factors, the fuzzy logic method and a fuzzy inference
system are used in this study. First, membership functions are determined
for all likelihood and consequence. Hence, it could be deduced that the
membership function is a curve showing a point mapping points of
inputting data into membership values, whose interval is between zero and
one. Figure 1 shows the FIS process.
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Risk Identification

Data collection and expert judgment

H Interview H Questionnaire J \ Observation f ‘
" T
Likelihcod Consequence

Inpu

Fuzzification

W
‘ Rule evaluation ‘
Apply fuzzy operators 1sf Implication methods 3/  Aggregate all outputs
¥
l Defuzzification

Fig. 1. Fuzzy inference system process

Fuzzification (Fuzzify Inputs). The first step is to take the inputs
and determine the degree to which they belong to each of the appropriate
fuzzy sets via membership functions (fizzification) as noted in Table 2.

Table 2. Fuzzification table

Linguistic Value Fuzzy value
Level Linguistic Variables (Likelihood of Security Risk Occurrence: 0-1)
1 Very Low (0.000, 0.125, 0.250)
2 Low (0.200, 0.325, 0.450)
3 Averages (0.350, 0.500, 0.650)
4 High (0.550, 0.675, 0.800)
5 Very High (0.750, 0.875, 1.000)
Linguistic Variables (Consequence of Security Risk Occurrence: 0-10)
1 Very Low (0.000, 1.000, 2.000)
2 Low (2.000, 3.250, 4.500)
3 Average (3.500, 5.000, 6.000)
4 High (5.500, 6.750, 8.000)
5 Very High (7.500, 0.875, 10.000)
Linguistic Variables (Security Risk Value: 0-1)
1 Low (0.000, 0.125, 0.250)
2 Very Low (0.200, 0.325, 0.450)
3 Average (0.350, 0.500, 0.650)
4 High (0.550, 0.675, 0.800)
5 Very High (0.750, 0.875, 1.000)
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In this case, the likelihood (L) and consequence (C) were used as
crisp inputs (CI) to the FIS (these values were taken from data collection
and expert judgment).

Fuzzy Rule. subsequently defining fuzzy membership functions, in
this paper, Table 3 shows the 25 fuzzy rules constructed for the FIS.

Table 3. Risk matrix

C%i(:;;};(;?lie Very Low Low Average High Very High
Very Low VL VL L IL A
Low VL L A A A
Average L A A H H
High L A H H
Very High A A H

VL= Very Low, L=Low, A= Average, H= High, and VH=Very High

Aggregation. It is the process of combining all of the fuzzy sets that
symbolize each rule's outputs into a single fuzzy set. Interconversion occurs
only once for each output variable, just prior to the final defuzzification phase.

Defuzzification. The last step in the fuzzy-molecular inference model
is the defuzzification process, which is used to resolve a crisp value from the
results of the inference process. Figure 2 indicates the defuzzification process
using the center of gravity to finalize the FIS output.

HeE

Center of
gravity

x”
Defuzzification using COG method

If g is defined with continuous MF: If uC is defined with discrete MF:

. Jue(x) . xdx o = Di=ike(x) X

T e dx PRTEIED)
Fig. 2. Defuzzification processes using the Center of Gravity Method

Table 4 presents the likelihood and consequence given by Expert 1
for each security risk factor. The same procedure is then repeated for 80
experts, and the knowledge database is created. Here, the authors have
assumed that the data is normally distributed. We know that if the data are
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assumed to be normally distributed, Table 5 also presents the risk factors of
all 81 experts in Raw Material Processing (RMP)”.

Table 4. Likelihood and Consequence Given by Expert 1 for Each Security Risk Factor

0.500 8.750 10.675
0.500 5.000 ]0.500
0.325 3.250 ]0.325
0.875 6.750 | 8.750
0.675 3.250 ]0.500
0.500 5.000 ]0.500
0.875 6.750 10.875
0.325 1.250 ] 0.125
0.675 5.000 ]0.675
0.125 3250 ]0.125

RMP | Raw Material Processing
HRS  [Hardware and Software
NWEF | Network and Firmware
HRM | Human Resource and Data
RPT Reputation
RMP | Raw Material Processing
ST Storage and Transportation
RMM | Raw Material Milling
CP Clinker Production
CM Cement Milling

=R (n|W R[N ]W W
[\O) NOST ICy BANS KOS Y NS ) NS | (O3 UV ) 9}
=R |=n|WwWlwlun|ND]|W

Table 5. Available data for risk of «Raw Material Processing (RMP)» in Database
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Continuation of Table 5

58. 4 (High) 4 (High) 4 (High) 0.675 6.750 0.675
59. 5 (Very High) 2 (Low) 3 (Average) 0.875 3.250 0.500
60. 4 (High) 4 (High) 4 (High) 0.675 6.750 0.675
61. 3 (Average) 1 (Very Low) 2 (Low) 0.500 1.250 0.325
62. 3 (Average) 4 (High) 4 (High) 0.500 6.750 0.675
63. 2 (Low) 1 (Very Low) 1 (Very Low) | 0.325 1.250 0.125
64. 3 (Average) 3 (Average) 3 (Average) 0.500 5.000 0.500
65. 1 (Very Low) 3 (Average) 2 (Low) 0.125 5.000 0.325
66. 5 (Very High) 2 (Low) 3 (Average) 0.875 3.250 0.500
67. 3 (Average) 3(Average) 3 (Average) 0.500 5.000 0.500
68. 2 (Low) 2 (Low) 2 (Low) 0.325 3.250 0.325
69. 4 (High) 4 (High) 4 (High) 0.675 6.750 0.675
70. 5 (Very High) 3 (Average) 4 (High) 0.875 5.000 0.675
71. 3 (Average) 3 (Average) 3 (Average) 0.500 5.000 0.500
72. 4 (High) 1 (Very Low) 2 (Low) 0.675 1.250 0.325
73. 3 (Average) 5 (Very High) 4 (High) 0.500 8.750 0.675
74. 2 (Low) 2 (Low) 2 (Low) 0.325 3.250 0.325
75. 3 (Average) 1 (Very Low) 2 (Low) 0.500 1.250 0.325
76. 2 (Low) 5 (Very High) 3 (Average) 0.325 8.750 0.500
77. 4 (High) 4 (High) 4 (High) 0.675 6.750 0.675
78. 1 (Average) 1 (Low) 1 (Average) 0.125 1.250 0.125
79. 4 (High) 2 (Low) 3 (Average) 0.675 3.250 0.500
80. 5 (Very High) 4 (High) 5 (Very High) | 0.875 6.750 0.875
81. 5 (Very High) 4 (High) 5 (Very High) | 0.875 6.750 0.875
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Figure 3 notes the number of 25 if-then rules in order to provide a
better understanding of the proposed fuzzy inference system framework,
and with the input of the likelihood of occurrence and consequence, the risk
size can be calculated. For instance, with 0.125 and 3.25 for likelihood and
consequence, respectively, the risk size would be 0.125. A likelihood of
0.125 is related to rules 1-5, and a consequence of 3.25 is related to rules 2,
7,12, 17, and 22.

Likelihood = 0.125 Consequence = 3.25 Risk_value = 0.125
~ 1 1]

O NG LW

T

HHHHHHHHHHHHHHHHHHHHHHHHH
l
)
I

Input- 0 125 3.25) Plotpoinis: 44 Move: gt ‘ right | down‘ up ‘

Opened system Untitled, 25 rules Help | Close ‘

Fig. 3. Fuzzy rules according to Mamdani method

The fuzzy model designed by combining these rules estimates the
risk value. The authors generated and plotted an output surface map for the
industry information system fuzzy model using a surface viewer to
visualize the dependence of one of the outputs on any one or two of the
inputs. According to Mamdani, Figure 4 presents the processing industrial
fuzzy model's output surface viewer.
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Risk_wvalue

Consequence 0 o " Likelihood

Fig. 4. 3D plots for 9 rules according to Mamdani method

Figure 5 indicates the normal probability illustration and the
probability diagram of residuals for the criterion of “risk likelihood”.
Figure 6 indicates normal probability and residual illustrations for the

criterion of “risk consequence” for the first factor “Raw Material
Processing (RMP)”.

Probability Plot of Likelihood

Normal

Mean 05759
StDev 0.2718
N 81
AD 3.075
P-Value <0.005

80

Percent
n
3

-0.5 0.0 05 1.0 15
Likelihood

Fig. 5. Probability plot of likelihood
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Probability Plot of Consequence
Normal

S Mean 5278
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Fig. 6. Probability plot of consequence

4. Result and Discussion. This part uses a variety of statistical
approaches to evaluate the quantitative data and provide the results of the
data analysis in order to test the research hypotheses generated for the
current study.

4.1. Data collection. Considering the chosen strategy of handing out
the questionnaires to specific individuals one at a time, 95 were distributed.
As a consequence, 81 of the 85 questionnaires received were complete and
functional, yielding a response rate of 95.29%, which is regarded as
excellent in research using a survey method and is displayed in Table 6.
However, 10 employees failed to submit their surveys, and the remaining
four representing 4.71% of the impractical forms were incomplete and
contained inconsistent answers.

Table 6. The response rate of the participant

Questionnaire Number Percentage
Distributed 95 100 %
Received 85 89.47%
practical 81 95.29%
Impractical 4 4.71%

4.2. Performance evaluation. Minimum error occurrence has been
considered as the basis for the selection of the best membership function.
The performance of the designed fuzzy system has been evaluated on the
basis of two types of errors, such as: — MSE (Mean Squared Error), and

Informatics and Automation. 2024. Vol. 23 No. 2. ISSN 2713-3192 (print) 555
ISSN 2713-3206 (online) www.ia.spcras.ru



WCKYCCTBEHHbBI MHTEJIJIEKT, UHXEHEPUS JJAHHBIX U 3HAHUI

RMSE (Root Mean Squared Error). According to the provided formulas,
the correlation coefficient R between the data that were acquired and the
data that ANN predicted has been determined (Equations (1) to (3)).

MSE (Mean Squared Error): it is the average squared difference between
the value observed in a statistical study and the values predicted from a
model.

MSE=— 3" (4, - F)%. (1)

Root Mean Square Error (RMSE). It is a common method for calculating
a model's error in predicting quantitative data. One of the most widely used
indices in performance evaluations, the RMSE index, could explain the
discrepancy between the model output and the real result. It is a non-
negative number that has no upper bound and can be 0 when the projected
and recorded outputs coincide exactly.

RMSE=\ MSE (square root of MSE). 2)

The correlation coefficient (R? is a positive number that indicates how
much of the variability in the dependent variable can be explained by the
independent variable(s) and how well the model fits the data. R* can take
values between 0 and 1; 1 indicates the model can acquire all the variability
of the output variable, while 0, which indicates a weak correlation between
predicted and actual results, expresses this.

R= Zzl:l(At—fD(Ft—F)
\/ z?=1(‘4f_“f)2* ZL(F:—F)Z

3

I‘T:(Z?ﬂ Ag)/m and FZ(Z?:l F)/n,

where A, F;, and n represent real data (Actual) data, estimate (Predicted)
data, and the number of data, respectively.

4.3. Data prediction by ANN. In this research, a two-layer feed-
forward with a backpropagation learning algorithm was used for the risk
analysis model. Based on Figure 7, the input data consisted of 81 likelihood
and consequence factors, and the output data from the FIS model was used
as the target data to define the ANN output. To determine with ANN, the
gray color (57= 70%) data points were selected for training, the green color
(12=15%) for testing, and the remaining (12=15%) for data validation. The
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number of hidden neurons was defined in different ways. The model was
trained using Levenberg-Margardt with a backpropagation algorithm as
noted in Table 7. In this paper, the authors used MATLAB software to
evaluate the efficient results based on the ANN flowchart and FIS process.
The outputs of the program which include the optimum membership
functions for likelihood of occurrence, risk consequence, errors of training,
test and validation, procedure of inference rules, and correlation between
predicted data by network and training, test and validation data, are
obtained.

:
Performance

evaluation

Input and output parameters
Likelihood, Consequence, & risk value

Data division: Training: 70%,
Testing: 15%, and Validation: 15%

I Number of hidden layer |

r~ Gef the beg nefwork
> .

v architecture and
training parameters

Change number layer and retrain |

l N/W 1s ready for
performance prediction

I Define learning algorithms |

Weights and bias are End

selected at random
Training algorithms: Levenberg-
Marquardt No

Update number of hidden layer |
Fig. 7. ANN flowchart

Figure 8 indicates the function-fitting neural network. It is the
process of training a neural network on a set of inputs in order to produce
an associated set of target outputs. After you build the network with the
preferred hidden layers and the training algorithm, you must train it using a
set of training data. This research risk analysis was applied with different
hidden layers of ANN (n= 10, 15, 25, and 50) and then the authors have
selected the lowest error and best fit with the data.
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Fig. 8. Function fitting neural network (view)

Table 7. The specifications of the proposed ANFIS model
Parameters Description/Value
Number of layers 3 (Input, output, and hidden layer)
Number of inputs( Predicators) | (2*81 double)
Number of outputs

1 (1*81 double)

(Responses)

Hidden layer 10

Number of iteration 1000

Training Algorithm Levenberg-Marquardt
Data Division Random

The neural network regression has been shown in Figure 9, which
demonstrates the interaction of the network with the training, test, and
validation data. The correlation coefficient was found to be 1.00000,
0.99991, and 1.00000 for training, test, and validation data, respectively.
Moreover, the straight line illustrates the linear relationship between the
model-predicted and target output data. These results imply that there is a
good match between the observed and model-predicted data. As a result,
the model is adequate to forecast the data with high precision. The overall
correlation coefficient (0.99998) confirms the outstanding prediction
performance of the developed ANN model.

The plot for the best validation performance against the training data
has been 6.9154e-18 at epoch 5 as shown in Figure 10. The circle in the
plot clearly depicts that the validation plot lies exactly between the actual
data plot and the observed data plot. Therefore, the research work is said to
be validated.
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Plotting the gradient values, mu, and validation fail has been shown
in Figure 11. Gradient represents the slope of the tangent of a graph of a
function. It points to the direction in which there is a high rate of increase
for the considering function. The momentum constant or momentum
parameter (mu) is the control parameter for the back-propagation neural
network that we modeled, and the choice of mu directly affects the error
convergence. A validation check is used to terminate the learning of the
neural network. The number of validation checks will depend on the
number of successive iterations of the neural network. Thus, gradient, mu,
and validation check are 4.1263e-09, 1e-10, and 0 respectively at epoch 31
as shown in Figure 11.

1o Gradient = 4.1263e-09, at epoch 31
E \
= 51 i
'@ 10
o

10,19 1 1 1 L 1
Mu = 1e-10, at epoch 31
10° 1

mu

10 L L L L

Validation Checks = 0, at epoch 3‘

31 Epochs
Fig. 11. ANN training state

Table 8 noted the information security risk prediction of “Raw
Material Processing (RMP)”, and the coefficient of determination (R?),
RMSE, and MSE were also found. The results imply a good fit between the
model-predicted data and the experimental data, indicating the models'
aptness and coherence.
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Table 8. ANN InfoSec risk prediction of «Raw Material Processing (RMP)»

Risk Prediction

Rl(s:sf;ct;or Likelihood Consequence Il;{iosslf ¢ ANN
0.675 6.750 0.675 0.674
0.875 3.250 0.500 0.500
0.675 6.750 0.675 0.675
0.500 1.250 0.325 0.327
0.500 6.750 0.675 0.675
0.325 1.250 0.125 0.126
0.500 5.000 0.500 0.500
—_ 0.125 5.000 0.325 0.325
% 0.875 3.250 0.500 0.500
=3 0.500 5.000 0.500 0.500
& 0.325 3.250 0.325 0.325
‘2 0.675 6.750 0.675 0.682
§ 0.875 5.000 0.675 0.675
& 0.500 5.000 0.500 0.500
= 0.675 1.250 0.325 0.325
§ 0.500 8.750 0.675 0.675
g 0.325 3.250 0.325 0.325
. 0.500 1.250 0.325 0.328
§ 0.325 8.750 0.500 0.500
0.675 6.750 0.675 0.675
0.125 1.250 0.125 0.113
0.675 3.250 0.500 0.500
0.875 6.750 0.875 0.875
0.875 6.750 0.875 0.875

RMSE 0.00288

MSE 0.00001

R 0.99991

R 0.99981

4.4. Validation of InfoSec Risk analysis via Fuzzy Multiple
Regression Modeling (MRM). A comparison of the findings acquired is
necessary for confirming and validating the efficacy of the technique being
used to solve any problem. The current method and the alternative
procedures that were previously applied in the prior research investigations
must be compared in this comparison. The authors used the ANN to
evaluate the security risk in the aforementioned case study.

Multiple Regression Analysis (MRA) is a statistical technique that
predicts the outcome of a response variable using a variety of explanatory
variables. This technique will be heavily employed to represent the causal
relationships between inputs and outputs. Equation4 serves as a
presentation of the multiple regression approach.
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Risk = X, + X; * Likelihood + X, * Consequence,

where X, is a fixed and X, and X, are regression coefficients.

The stepwise regression method has been applied for the first risk
factor of “Raw Material Processing (RMP)” by using MINITAB 19
software to choose the best regression method for the prediction of risk
size. Stepwise regression models have been presented in this paper. These

models are shown in Tables 9 — 12.

“

Table 9. Correlation Coefficient among Input and Output Factors

S Securi
Likelihood Consequence/Impact Riskty
Likelihood 1.0000
Consequence 0.219 1.0000
Security Risk 0.709 0.793 1.0000

Table 10. Consists of the Multiple Regression Equation for security risk through the

hierarchy
Multiple Regression Equation R’

Security Risk Regression Equation - 093104

Evaluation Risk = -0.0419+ 0.5033 Likelihood %

Model Level +0.05699 Consequence
Table 11. Multiple Regression (MRL) Equations for each identified security risk
factor
L Multiple Regression Equation RMSE | MSE R’
Factor
R

RMP ;069(7) ;3972 ch) 111 Zéquenc eL‘kethOd 0.05250 | 0.00276 | 0.93104
HRS | -0.0386 +0.5843 L + 0.05286«C 0.05672 | 0.00322 | 0.91832
NWF | -0.0281 + 0.4858 L + 0.05749.C 0.03993 | 0.00159 | 0.97120
HRM | -0.0109 + 0.6597 + L + 0.05594 « C 0.04738 | 0.00224 | 0.96112

RPT | -0.0535+0.4693 «L + 0.06453«C 0.04164 | 0.00173 | 0.96216
RMP | -0.0178 +0.4941 L + 0.05398 «C 0.06825 | 0.00466 | 0.90721

ST -0.1065 + 0.5837 » L + 0.05915 + C 0.04015 | 0.00161 | 0.97082

RMM | -0.1356 + 0.6471 « L + 0.06000 « C 0.06106 | 0.00373 | 0.91012

CP -0.0904 + 0.5987 «L + 0.05971 - C 0.04738 | 0.00225 | 0.95919

CM -0.0130 + 0.5530+ L + 0.05104 - C 0.05168 | 0.00267 | 0.94401
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Table 12. Risk prediction using the MRM model

Risk
Prediction
Risk
factor Likelihood | Consequence InfoSec Risk MRM
(Asset)

0.675 6.750 0.675 0.683

0.875 3.250 0.500 0.584
0.675 6.750 0.675 0.683
0.500 1.250 0.325 0.281

0.500 6.750 0.675 0.594
0.325 1.250 0.125 0.193
0.500 5.000 0.500 0.495
o 0.125 5.000 0.325 0.306
S 0.875 3.250 0.500 0.584
& 0.500 5.000 0.500 0.495
e 0.325 3.250 0.325 0.307
2 0.675 6.750 0.675 0.683
g 0.875 5.000 0.675 0.683
& 0.500 5.000 0.500 0.495
= 0.675 1.250 0.325 0.369
g 0.500 8.750 0.675 0.708
S 0.325 3.250 0.325 0.307
> 0.500 1.250 0.325 0.281
2 0.325 8.750 0.500 0.620
0.675 6.750 0.675 0.683
0.125 1.250 0.125 0.092
0.675 3.250 0.500 0.483
0.875 6.750 0.875 0.783
0.875 6.750 0.875 0.783

RMSE 0.05250

MSE 0.00276

R 0.96491

R’ 0.93104

4.5. Comparison between actual and model-predicted results.
In this section, to prove the effectiveness of the proposed method, we
compare our proposed algorithm with different methods. The authors
compare our proposed ANN classifier with fuzzy regression modeling
(MRM). The comparison and statistical analysis of the actual values and the
model-predicted values of risk analysis in industry information systems are
presented in Table 13. It was found that both models have sufficient

capability to predict the properties of the industry.
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Table 13. Comparison between actual and model-predicted results

Risk Prediction
Risk Likelihood | Consequence | InfoSec ANN MRM
factor Risk model model
(Asset) predicted | predicted
0.675 6.750 0.675 0.674 0.683
0.875 3.250 0.500 0.500 0.584
0.675 6.750 0.675 0.675 0.683
0.500 1.250 0.325 0.327 0.281
0.500 6.750 0.675 0.675 0.594
0.325 1.250 0.125 0.126 0.193
0.500 5.000 0.500 0.500 0.495
P 0.125 5.000 0.325 0.325 0.306
= 0.875 3.250 0.500 0.500 0.584
& 0.500 5.000 0.500 0.500 0.495
0 0.325 3.250 0.325 0.325 0.307
2 0.675 6.750 0.675 0.682 0.683
§ 0.875 5.000 0.675 0.675 0.683
& 0.500 5.000 0.500 0.500 0.495
= 0.675 1.250 0.325 0.325 0.369
§ 0.500 8.750 0.675 0.675 0.708
§ 0.325 3.250 0.325 0.325 0.307
z 0.500 1.250 0.325 0.328 0.281
2 0.325 8.750 0.500 0.500 0.620
0.675 6.750 0.675 0.675 0.683
0.125 1.250 0.125 0.113 0.092
0.675 3.250 0.500 0.500 0.483
0.875 6.750 0.875 0.875 0.783
0.875 6.750 0.875 0.875 0.783
RMSE 0.00288 0.05250
MSE 0.00001 0.00276
R 0.99991 0.96491
R’ 0.99981 0.93104

As represented in Figures 12, 13, 14 in terms of overall efficiency,
the ANN model (R*=0.99981, RMSE =0.00288, MSE =0.00001)
performed better than the MRM model (R*=0.93104, RMSE = 0.05250,
MSE = 0.00276), though both are satisfactory enough. Figure 15 shows the
time series plot of actual observed values versus the values predicted by the
ANN and MRM models on the test dataset.
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Fig. 12. Correlation Coefficient of ANN and Stepwise Regression
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Fig. 15. Time Series Plot of ANN and MRM based on Actual data

5. Conclusion. Due to their shortcomings, both qualitative and
quantitative methods are considered non-complete, subjective, including an
element of randomness, and difficult to update or reuse. At this time many
papers provide the necessary horizon scanning, focusing on Al-based
methods, fuzzy logic, adaptive neural fuzzy inference system (ANFIS), and
artificial neural networks (ANNs) and their usage for a more effective
calculation of risk, considering the mix of qualitative input parameters such
as likelihood and consequence. Thus, in this study, an information security
risk assessment model based on fuzzy logic and an artificial neural network
(ANN) is proposed to evaluate and calculate both qualitative and
quantitative risks in a more reliable, flexible, and objective manner. The
application of an artificial neural network can be used to assess information
security risk since they have self-learn ability, can solve uncertain
problems, and are appropriate for quantity data processing.

After fuzzy membership, functions are constructed for likelihood,
consequence, and risk value. In order to obtain a more reliable and less
subjective approach to the risk assessment process, an ANN has been used
in this new model. Finally, in terms of overall efficiency, the ANN model
(R>=0.99981, RMSE=0.00288, and MSE=0.00001,) performed better
performance, though both models are satisfactory enough.
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YK 004.056 DOI 10.15622/ia.23.2.9

A.D. ACDXA, A. BAIII
OLIEHKA PUCKOB HH®OPMALIMOHHOM BE3OIMTACHOCTH B
OTPACJIEBO HH®OPMAIIMOHHOM CUCTEME HA OCHOBE
TEOPUU HEYETKHUX MHOKECTB U HCKYCCTBEHHOM
HEMPOHHOM CETH

Acgpxa A.3., Baiiu A. Onenka puckoB HH(pOpManUHOHHON 0e30IACHOCTH B OTpac/eBoi
HHPOPMANMOHHON cHCTeMe HAa OCHOBE TEOPHH HeYeTKHX MHOKEeCTB M MCKYCCTBEHHOI
HeHPOHHOIi ceTn.

AnHoTtamusi. OLeHKa PHCKOB MH(OPMALMOHHOH 0E30MacHOCTH SIBISICTCS BaXKHEUIIHM
KOMITOHEHTOM METOJIOB HPOMBIIIJICHHOTO MEHEIKMEHTA, KOTOPbIM IOMOraeT BBISBISATH,
KOJIMYECTBEHHO OINPEAENATh M OLIEHMBATh PUCKM B CPABHEHUM C KPUTEPHUAMH INPUHATHS
PUCKOB M LEIsIMH, OTHOCSIIMMHUCA K oOpraHuszauuu. bnaromaps cBoell crnocoOHoOCTH
KOMOMHHUPOBaTh HECKOJBKO MapaMeTpOB JUIS OIpe/eNieHUs] OOIero pucka TpaauIHOHHBIN
METOJl OLEHKHM PHCKOB, OCHOBAaHHbI Ha HEYETKUX MpaBUJIAX, UCIIOJIb3YETCS BO MHOIHMX
OTpACIIAX MPOMBIIUICHHOCTH. DTOT METOJ UMEET HEI0CTAaTOK, IIOCKOJIBKY OH HCIONb3yeTCs B
CUTyalsiX, KOTJIa HEOOXOAMMO OLEHUTh HECKOJBbKO IapaMeTpoB, M KaXIblid Mapamerp
BBIP)XaeTcsl PasIMYHBIM HAaOOpOM JIMHIBHCTHYECKUX (pa3. B aTol craTthe mpencraBiieHbI
TEOpHsT HEYETKUX MHOXKECTB M MOJENb IPOTHO3HUPOBAHMS PHCKOB C HCIIOIB30BAaHHUEM
UCKycCTBeHHOW HelpoHHOH ceTt (ANN), KOTOpble MOTYT PpEIINTh pPacCMaTPHBAEMYIO
npobaemy. Tarke pa3paboTaH aaropuTM, KOTOPBEIH MOXXET H3MEHATH (DaKTOPHI, CBSI3aHHBIC C
pHCKOM, ¥ OOLIMI YPOBEHb PHUCKA C HEYETKOTO CBOWCTBA Ha aTPHOYT C YETKUM 3HAYCHHEM.
Cucrema Oblma 0OydeHa C MCHOJB30BAHHEM JBEHAIIATH BBIOOPOK, mpeacTaBisomux 70%,
15% wn 15% nHaOopa naHHBIX Ui 00y4eHMs, TECTUPOBAHMS M BAJMIALUH COOTBETCTBEHHO.
Kpowme Toro, Taroke Obuta pa3paboTaHa MOLIAroBask PErPECCHOHHAS MOJENb, M €€ Pe3yJIbTaThI
cpaBHuBatoTcs ¢ pesynbrataMu ANN. C touku 3penus oOueit sddexruBHocTH, Moxenbr ANN
(R2= 0,99981, RMSE=0,00288 u MSE=0,00001) noka3ana JIy4iuIyro mpOH3BOIUTEIHLHOCTS,
XOTsl 00€ MOJENH IOCTaTOYHO YIOBJICTBOPUTENbHBI. [lenmaercs BbIBoA, uto Monenb ANN,
MIPOTHO3UPYIOIAs PUCK, MOXKET JaBaTh TOYHBIE PE3YNBTATBHI IO TEX MOp, MMOKa 00ydaromue
JIaHHBIE YYUTHIBAIOT BCE MBICIMMBIC YCIOBHS.

KiroueBble cjioBa: pHCK, OLIGHKAa PHCKA, HUCKYCCTBEHHass HEHWpOHHas CeTh, TEOpUs
HEYETKHX MHOXKECTB, OTpaciieBasi HHPOPMAlMOHHAs CUCTEMa, LIEMEHTHAsI IPOMBIIIICHHOCTb.
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